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Preface

TinyML is an emerging trend in machine learning, that aims at deploying complex
machine learning and neural network models on low-powered tiny edge devices
and microcontrollers. Modern deep learning algorithms are computationally
expensive and result in large model size. They are often hosted on dedicated
servers having enormous computing resources. As users, we generate the data
at our end and send them via the internet to process remotely. Owing to the
limitations in network bandwidth, roughly 10% of all our data can be sent over
the internet. Processing of the data on the edge can revolutionize the current
paradigm. Thanks to TinyML, large machine learning models can be shrunk in
order to effectively deploy on smaller devices having few hundred kilobytes of
RAM and few megabytes of flash memory. Such devices can operate 24x7 with a
minimum power consumption. Moreover, being entirely offline, the applications
not only consumes zero network bandwidth, but also preserves user privacy.

TinyML is going to be the next big thing in machine learning. Major tech giants
are heavily investing in standardizing the hardware and software stack. In this
book, we cover the basic concepts of TinyML through practical coding examples
to enable the readers to learn the basic concepts of TinyML and develop their own
applications. Rather than discussing every single mathematical concept behind
the machine learning algorithms, the book primarily focuses on end-to-end
application development through coding examples. The projects covered in this
book are implemented in open-source software commonly used in industry and
academics.

This book is divided into 10 chapters. The details are listed as follows.

Chapter 1: Introduction to TinyML and its Applications — covers the basic
concept of EdgeML and TinyML, their potential applications, and challenges. It
briefly covers the hardware and software platforms required to create TinyML. We
also discuss the process flow of creating TinyML applications.

Chapter 2: Crash Course on Python and TensorFlow Basics — covers the basics
of Python which is now the de facto programming language in machine learning
for both research and creating production ready software. We start with the basic
concepts of Python along with various libraries such as NymPy, Matplotlib. The
later part of the chapter covers the key aspects of TensorFlow. TensorFlow is a free



viii

and open-source software library for machine learning and neural networks. The
chapter briefly covers some of the fundamental concepts of TensorFlow through
coding examples.

Chapter 3: Gearing with Deep Learning - briefly talks about neural networks.
We begin with the concept of a simple Artificial Neural Network (ANN), various
activation functions, and backpropagation to learn the weights. Later, we talk
about Convolutional Neural Network (CNN), a popular deep neural network
architecture used in modern image processing and computer vision applications.

Chapter 4: Experiencing TensorFlow — guides us to develop our first neural
network using TensorFlow and Keras. Keras is a set of deep learning APIs in
Python, running on top of TensorFlow, providing high level of abstraction in
developing large neural networks. We begin with implementing a simple ANN
for classification of handwritten digit images. Later, we implement our first CNN
architecture.

Chapter 5: Model Optimization Using TensorFlow - talks about how a large
TensorFlow model can be effectively compressed in order to deploy on smaller edge
devices using TensorFlow Lite. We create a base CNN model using TensorFlow and
convert it into the lighter TFLite model. The chapter also covers TensorFlow Model
Optimization Toolkit, a software library for optimizing large neural networks for
easy deployment and execution. We learn about different model optimization
techniques, such as quantization, weight pruning and weight clustering through
coding examples using the APIs provided by TensorFlow Model Optimization
Toolkit. Finally, we summarize the impact of various optimization techniques on
the base CNN in terms of model size and accuracy.

Chapter 6: Deploying My First TinyML Application - guides us to create the first
real TinyML application on Raspberry Pi, a commercially available low-powered
edge device. We create a neural network for classification of offline images on
Raspberry Pi. The chapter covers two important topics, MobileNet and transfer
learning. MobileNetis an optimized neural network architecture specially designed
for low-powered mobile edge devices. Transfer learning is another interesting
concept in machine learning, where we can reuse a pre-trained model on a new
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problem. Transfer learning is particularly useful when we do not have sufficient
training data to create a model from scratch.

Chapter 7: Deep Dive into Application Deployment — guides us to implement
a more practical TinyML application of real-time on-device person identification
from live video stream recorded by a camera. The application is again deployed on
Raspberry Pi using various open-source software.

Chapter 8: TensorFlow Lite for Microcontrollers — covers the basics of TensorFlow
Lite for Microcontrollers, a highly optimized software tool for porting TensorFlow
models on low-powered microcontrollers. We implement a simple neural network
that modulates the voltage output of a linear potentiometer and successfully
deploy it on Arduino Nano 33 BLE Sense, the recommended microcontroller board
for creating TinyML applications.

Chapter 9: Keyword Spotting on Microcontrollers — guides us implementing
an on-device speech recognition application. Keyword spotting is an important
requirement in modern voice assistant services, such as Amazon’s Alexa or Apple’s
Siri. In this chapter, we implement a simple keyword spotting application on
Arduino. We first implement a basic keyword detection system using TensorFlow
to understand the key concepts of audio processing. Later, we implement a real
keyword spotting application using Edge Impulse, a free software platform for
designing end-to-end TinyML application and deploy on an Arduino device with
minimum code writing.

Chapter 10: Conclusion and Further Reading — summarizes our learnings in the
book and covers some recent trends in TinyML.
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CHAPTER 1

Introduction to
TinyML and its
Applications

Introduction

The year 2022 brought Artificial Intelligence (AI) to a new level of endless
possibilities through the applications of a Generative Pre-training Transformer,
ChatGPT. ChatGPT is an Al language model that uses advanced machine learning
models to generate human-like text. Needless to say that Al and Machine Learning
are hot topics in modern technology. We are living in a world where we are using
them everywhere in our day-to-day activities, knowingly or unknowingly. Although
the two terms, Al and Machine Learning, are often used synonymously, there are
subtle differences between them.

Artificial Intelligence is the science of imbibing human-like intelligence in machines
via computer programming to make them behave like humans and, therefore, solve
real human problems. In short, through Al a computer system tries to simulate
human reasoning using maths and logic. Al can be applied to many different sectors
and industries, including but not limited to healthcare industries for suggesting
drug dosage, banking and finance sector for identifying suspicious activities, self-
driving cars, and so on. Machine Learning is a subset of AI, where a machine is
programmed to learn from past experience in order to predict the outcome of a
future event without explicitly being programmed for that. The conceptis analogous
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to the way we all learn. We gather knowledge from various mediums, for example,
reading books, guidance and advice from parents and teachers, and from our day-
to-day experiences. Based on that knowledge, we can act in a new situation, like
writing in an exam. Machine Learning has many sub-fields. Deep learning is a
subset of machine learning that simulates the behavior of the human brain through
a specially designed architecture called the Artificial Neural Network (ANN). Deep
learning can deal with large unstructured data with minimum human interaction,
and hence, has gained lots of attention in recent times. In today’s world, we are
immensely dependent on Machine Learning and deep learning techniques in our
daily activities. Our smartphones are loaded with numerous applications directly
using machine learning. When you click a photo on your smartphone and upload
it on social media, it automatically detects various objects in the photo, the place
where it is captured, and even suggests you to tag your friends who are present in
the photo. All these happen thanks to some Machine Learning applications such
as object detection, geo-locating mapping, and face recognition. Similarly, while
searching for news on the internet, we often opt for searching by voice. It falls under
speech recognition, another popular application of Machine Learning. When you
shop at an e-commerce site, you are often surprised at how the website accurately
knows your preference and recommends you accordingly. This also happens because
of some Machine Learning algorithms that learn from your past purchase history
and recommend you accordingly.

Machine Learning, particularly deep learning algorithms, are computationally
expensive and often require a powerful hardware accelerator like a Graphics
Processing Unit (GPU) to operate. Such applications typically run on large
computers and dedicated data centers. However, the data is generated by the users,
on their personal devices like smartphones. In the traditional approach, user data is
sent to a dedicated remote server machine via the internet for running the machine
learning jobs. However, is this practically feasible? We generate gigabytes of data
every day. Is it practically possible to send all these data to a remote system? That
would consume enormous network bandwidth. What about the network delay?
Recently, there has been a trend called Edge ML that aims at shrinking the machine
learning models to run them on edge devices like our smartphones.

In this book, we are going to introduce TinyML, which takes Edge ML one step further
andallowsittorunmachinelearningalgorithmseven on the smallest microcontrollers.
It is a subset of applied machine learning that fits large machine-learning and deep
learning models to tiny embedded systems running on microcontrollers or other
ultra-low power processors. Technically, embedded systems need to be powered by
less than 1 milliwatt so that they can run for months, or even years, without needing
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to replace batteries. TinyML is one of the hottest trends in the field of embedded
computing. Research suggests that global shipments of TinyML devices will reach 2.5
billion by 2030. Several tech-giants are currently working on chips and frameworks
that can be used to build more systematized devices in order to standardize the field.
TinyML is expected to cause ground-breaking advancements in complex machine
learning tasks to solve our day-to-day problems.

Structure

In this chapter, we will discuss the following topics:
e Brief overview of Machine Learning
o Supervised Machine Learning
o Unsupervised Machine Learning
e Machine Learning and Deep Learning
e Edge computing and TinyML
e Applications of TinyML
* Hardware for deploying TinyML
e Software for TinyML
* Process flow of creating TinyML applications

e Prerequisites—hardware and software

Objectives

TinyML is a subfield of modern Machine Learning that aims at compressing large
Machine Learning models to deploy them on low-powered, low footprint, resource-
constrained edge devices and microcontrollers. Though it sounds amazing,
deploying a large Machine Learning model on a smaller edge device is not easy.
A reduction in model size often comes with a degradation in performance. Hence,
rather than compression, the main focus is on optimizing a model for a target device.

This book is intended to cover the fundamentals of TinyML through practical projects
so that the readers can have an in-depth idea of how TinyML works with some
hands-on experience. The primary objective of this book is to make you familiar
with TinyML programming using open-source software packages so that you can
create your own TinyML projects from scratch. Rather than detailing the underlying
complex mathematics involved in machine learning and deep neural network
algorithms, our key focus is to learn the programming aspects using practical



4 Hands-on TinyML

examples. However, interested readers are encouraged to learn the mathematical
aspects from various available resources for a better understanding of how various
machine learning algorithms were actually derived.

In this introductory chapter, we will briefly cover the fundamentals of TinyML. We
will begin with the key aspects of machine learning and deep learning. Then, we
will talk more about TinyML as a technology, its applications, and the hardware and
software recommended to create real TinyML projects.

Brief overview of Machine Learning

Before starting with TinyML, we should have some fundamental concepts of
machine learning. Machine Learning is a branch of artificial intelligence that focuses
on developing computer algorithms based on data to imitate the human learning
process. Now, the question arises: where do we need machine learning?

Suppose you have measured the temperature of the day as 25 degrees in the Celsius

scale using a thermometer and wish to convert it to the Fahrenheit scale. There is
a well-known formula for doing the conversion, which is given by: % = % . You
can simply put C = 25 in the equation and get F as 77. Here, you have both the
data and the rule that relates to the data. However, the situation is quite different
in real-life applications where you have data, but you often do not have a known
mathematical formula to relate them. For example, suppose you want to predict
the price of a house in a suburban locality in Delhi. What would you typically do?
There is no known mathematical formula to solve the problem. Machine learning
can help us to do so. Machine learning is all about data. If we have the right amount
of data, it can help us to find suitable relations between them. In order to predict
the price of a new house, you first need to gather certain information for a few
other houses in the same locality to empirically estimate the price of a new house.
For example, you could collect the area of those houses, the number of rooms, the
distance of the properties from the main road, and so on. You also need to collect
the current prices of those houses. Here, the price of the house can be considered
as a dependent variable, which is determined by the independent variables such
as the area of the house, number of rooms, distance from the main road, and so on.
The dependent variables are also called the target values or labels in some cases,
and the independent variables are called as features. With machine learning, we can
build a model to find the relationship between the dependent and the independent
variables. The resulting model can predict the price of another house if the features
are provided as input.
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Similarly, suppose a pharmaceutical company is planning to launch a new blood
pressure-controlling medicine. Before that, they want to investigate the impact of
that medicine on people. If the recorded stable blood pressures after the intake of
certain dosages of the medicine are experimentally noted on a diverse group of
people, a machine learning model can be created to predict what should be the ideal
medicine dose for a patient having a certain range of blood pressure.

Machine learning approaches primarily fall into two categories, supervised and
unsupervised machine learning.

Supervised Machine Learning

Supervised machine learning approaches take both features and corresponding
targets or labels as input to create a model which can be used to predict the target
value of a new unseen example data using the features. Supervised machine learning
algorithms are commonly used for classification and regression. In classification, a
machine learning model is designed to predict a discrete class label from the features,
for example, predicting the presence of a cat or a dog in an image, or identifying
numerical digits from handwritten expressions. In regression, a machine learning
model predicts a continuous value, for example, predicting the price of an asset or
predicting the salary of a person. Figure 1.1 provides a basic block diagram showing
various components of the supervised learning approach:

Feature vector

Training data ——|  Feature extraction
Machine learning
algorithm

Target labels

Training phase

L— s ————— e e

Feature vector

Testdata ———————>| Feature extraction

Evaluation phase 1

Predicted output

Figure 1.1: Block diagram of supervised learning approach
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Supervised learning involves two phases, training and evaluation. During training,
it takes labeled training data as input and tries to create a mathematical relationship
between them by adjusting some parameters, which are called the model weights.
Once the training is done, the model can be used for the prediction of unseen test
data. Feature extraction is a very important step in machine learning. The relevant
set of information extracted from the input that directly determines the target values
is called as features. In the previous example of house pricing, the number of rooms
or area of the house can be considered as features. Similarly, for a classification
problem, if you are given labeled images of cats and dogs as input, color of the
animal in the image, its facial structure, the presence or absence of whiskers, and so
on could be the relevant feature to create the classifier.

Training of a supervised learning algorithm has the following three basic components:

* A decision process that makes a guess of the target values from the input
features.

e An error function that finds how good the guess is with respect to the actual
target values or labels.

* An optimization process that iteratively adjusts the decision process via
modifying the model weights to reduce the error between the guessed and
the actual target values.

Linear regression, logistic regression, support vector machine, and Artificial Neural
Networks (ANN) are popular examples of supervised learning algorithms.

Unsupervised Machine Learning

Unsupervised machine learning algorithms deal with unlabeled data. That means
you only have the features but not the labels. Such algorithms try to find the hidden
patterns of the input data based on the features and group them together to form
clusters. All data in a particular cluster share similar properties. Unsupervised
learning is typically used in applications such as customer segmentation, similarity
detection, product recommendation, data dimensionality reduction, and so on,
where you really do not know the target labels. A few examples of unsupervised
learning algorithms are principal component analysis and K-means clustering.

Machine Learning and Deep Learning

Deep learning is the newest yet most popular branch of machine learning that works
particularly well on unstructured data. Deep learning algorithms can be considered
as mathematical evolution of traditional Machine Learning algorithms. Refer to the
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basicblock diagram of supervised learning in figure 1.1. Amachine learning algorithm
cannot learn from raw unstructured data. It first needs to extract a set of relevant
features, and the features are then used to train the model. Feature extraction is a
manual process in traditional machine learning. Finding the optimum feature set is
probably one of the most difficult tasks, which might require domain expertise in
the field application. Deep learning algorithms can directly take raw data as input
and can extract the relevant features automatically, therefore, bypassing the need
for manual feature extraction. Deep learning techniques are particularly useful to
process unstructured data (for example, text and images).

Deep learning approaches analyze data in a way similar to the human brain. They
have a layered structure of Artificial Neural Network (ANN), which is inspired by
the biological nervous system. An ANN comprises of neurons or nodes in a layered
structure where each layer is connected to another layer to analyze complex patterns
and relationships in data. A typical neural network requires huge training data but
minimum human intervention to function. The ability of deep learning algorithms
to work with minimum human intervention makes them extremely popular in
modern data science in diverse practical applications such as computer vision,
speech recognition, natural language processing, and so on. In this book, we will
heavily use deep neural networks in various projects, primarily the Convolutional
Neural Network (CNN).

Edge computing and TinyML

Machine learning, more specifically deep learning algorithms, are computationally
expensive. In reality, it may take from several hours to several days to train a large
neural network model using sophisticated hardware acceleration platforms such as
Graphics Processing Unit (GPU) or Tensor Processing Unit (TPU). Such hardware
platforms are maintained by large enterprises at large distributed data centers. As
individual users, we generate data at our end in our personal edge devices, like
smartphones or tablets, in the form of text, audio, video, or image. However, the
devices we possess are not always capable of running complex machine learning
models for an application. Machine Learning operations are traditionally performed
on the cloud. Users’ data is typically sent to the backend data center that hosts the
machine learning model via the internet for processing, and the result is transferred
back to our device. For effective data management and processing, all our devices
are connected to the internet to create an ecosystem called the Internet of Things
(IoT). The interconnection between traditional machine learning and IoT is no doubt
effective as we get all our jobs done seamlessly. However, it has its own drawbacks.
A few key challenges are listed as follows:
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e Data privacy and security: In traditional machine learning, IoT devices send
their data to a cloud network for processing. This is prone to cyber-attacks,
and hence, has severe security and privacy issues.

e Power consumption: Machine learning models consume enormous power. A
research team at the University of Massachusetts estimated in 2019 that deep
learning sessions of a machine learning model could generate up to 626,155
pounds of CO, emission, which is roughly equal to the carbon emission of
five cars over their lifetime.

e Network bandwidth and latency: It would require an infinite bandwidth
to support hundreds and thousands of IoT devices, to continuously stream
their data to the cloud for processing. Another key aspect is of network
latency. Latency is termed as the time lag in sending and receiving the data
between an IoT device and the server over the network. In slower networks,
the latency is higher, and the user often needs to wait for a long period of
time to get a response from the server. It is undesirable for user engagement
in real-time applications.

Edge Al and Edge ML have emerged as the next frontier of development for IoT
systems. In Edge Al, data is produced, handled, and processed locally. Instead of
sending to the cloud, the analytics happens in the edge device, such as smartphones,
single board computers, IoT devices, or edge servers. Real-time processing allows a
faster response and reduced latency and bandwidth use. Applications of Edge Al can
be seen in object detection, speech recognition, fingerprint detection, autonomous
driving, and so on.

Tiny machine learning, commonly known as TinyML, takes Edge Al one step further
in order to run machine learning algorithms even on the smallest microcontrollers
with the least amount of power possible. TinyML is a rapidly growing field in
machine learning. Instead of GPUs or microprocessors for computation, TinyML
entirely relies on less capable processing units that consume very less power,
typically in the range of a few milliwatts. Such processors are frequently Cortex-M
based, having only a few hundred kilobytes of Random Access Memory (RAM), a
few megabytes of flash memory, and clock rates in the tens of megahertz. Therefore,
TinyML applications ensure low power consumption, low latency in running a
machine learning model. They also ensure to preserve user privacy as the data is
entirely being processed on the edge device.
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Applications of TinyML

TinyML applications are extremely energy efficient. A standard Central Processing
Unit (CPU) consumes around 70-85 Watts, and a GPU consumes up to 500 Watts of
power to operate. On the other hand, TinyML models operate on microcontrollers
that consume only a few milliwatts or microwatts. Such devices are intended to run
for several weeks or even months without recharging or changing of the batteries.
This brings down the overall carbon footprint. Processing at the edge also ensures
low latency and improved data privacy. These devices are relatively basic in terms
of computation hardware, making them available at a cheaper price. TinyML is
successfully applied in various practical applications across industries, explained
as follows:

Predictive maintenance: Large industrial machines are prone to making
faults. Predicting a fault of a machine ahead of time is important in any
industry to avoid a potential shutdown. Under normal health conditions,
most machines exhibit some standard properties in terms of mechanical
noise, vibration, torque, and so on. A deviation from the normal range can be
an alarm for the potential fault of the machine in the near future. Continuous
monitoring of the machine is possible by gathering relevant information
on various properties by installing sensors on the body of the machine for
analysis. Such analysis is typically done 24 x 7 using small microcontrollers
with minimum power consumption, as the frequent replacement of the
device battery is impractical.

Healthcare: TinyML is bringing in affordable solutions in early disease
screening and medical diagnostics, which can be used in developing nations
to supplement limited healthcare facilities. Off-the-shelf electronic devices
in the form of wristbands or smart watches are readily available that use
TinyML algorithms to measure physiological parameters like heart rate and
blood pressure. Such devices can also predict abnormal heart rhythms like
atrial fibrillation, which can be an early sign of a heart attack.

Agriculture: There are mobile phone applications for assisting farmers to
detect diseases in plants just by taking a few pictures of the diseased plants to
run on-device machine learning algorithms for analysis. As the applications
do not need images to send to the cloud, they can help the farmers in remote
areas where stable internet connectivity remains an issue.

Voice-assisted devices: Voice-assisted devices such as Amazon Echo, Google
Home, or iPhone’s Siri have become very popular these days. Such devices
listen to your voice command and can act accordingly, such as playing
your favorite music, turning ON/OFF the room light, and so on. This is a
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perfect example of where TinyML and traditional machine learning work
together. The microphone of the voice-assisted device continuously analyses
the background sound to detect a wake-up keyword such as “OK Google!”,
“Alexa!”, or “Hey Siri!”. The keyword detection process has to be extremely
light-weight, on-device, and low-powered. Thisis where TinyMLis deployed.
As soon as the keyword is detected, the device wakes up and records your
following voice instruction like “What’s the weather going to be like today?” or
“Play my favorite music.”, which is sent to the cloud for processing via more
powerful natural language processing algorithms which are not possible to
run at the edge.

* Ocean life conservation: TinyML applications are used for real-time
monitoring of whales in North America to avoid whale strikes in busy
shipping lanes.

Hardware for deploying TinyML

A complex deep learning model can have several thousand to millions of trainable
parameters, resulting in a large model size in the range of several megabytes to
gigabytes.In general, model sizeis notabigissue when machinelearning applications
are deployed on a remote server that virtually has infinite memory space for storage.
However, the scenario is different in TinyML, having a few hundred kilobytes of
RAM.

Deciding the correct hardware for deploying TinyML models is often challenging.
You have to keep several factors in mind, for example, the device form factor for
your application, how much memory storage your model requires, the maximum
allowable power consumption by your application, what sensors you might require
for the collection of data and their interfaces, whether you require on-device
training, the approximate price of your application, and so on. Our smartphones
and tablets are great examples of edge devices. The past few years have witnessed
a rapid proliferation of smartphones. Modern smartphones are rich in computing
resources and in-built sensors. You can even train medium size neural networks on
them. Smartphones and tablets are a great choice to run Edge ML applications that
involve a strong user interface, for example, on-device face recognition for person
identification, high-definition videography, gaming, natural language processing,
and so on.

A Single Board Computer (SBC) is another popular device for edge computing
in IoT-based applications. An SBC is a small portable computing device built on a
single printed circuit board with a microprocessor, memory, and input/output (I/O)
devices. Although an SBC has much smaller memory and lesser powerful processor
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than a personal computer, it comes at a much cheaper price and drives significantly
low power to operate. An SBC can draw its required power to operate from a power
bank or the USB port of a computer. SBCs can easily interface with external sensors
like servo motors and ultrasound sensors. They are typically used in academic
projects and industrial applications where edge devices of small form factors are
required to be directly connected to external devices for data collection and analysis.
Figure 1.2 shows a picture of a Raspberry Pi device, a popular SBC used in various
commercial applications and academic projects. The device is powerful enough to
run optimized deep learning models.

Figure 1.2: Raspberry Pi 3, Model B+, a popular single board computer

When we think of deploying extremely low-profile TinyML applications to operate
24 x 7, the primary target hardware are the microcontrollers. A microcontroller is a
compact Integrated Circuit (IC) designed to perform a specific task in an embedded
platform. They are much smaller in size than a smartphone or an SBC and have
much lesser computing resources. However, they are extremely low-powered. A
microcontroller primarily contains a CPU that connects all other components in
a single system. The CPU fetches data, decodes, and executes the assigned task.
The CPU clock speed typically ranges between 16 megahertz and 64 megahertz in
a microcontroller. They have a small amount of computation memory along with
a certain amount of Read Only Memory (ROM) or flash memory for the storage
of data and programs. The typical RAM size is 64 to 256 kilobytes, and the flash
memory can be of 2 megabytes. There are several I/O ports to communicate with
external devices. Microcontrollers may also contain one or more in-built timers and
counters, Analog to Digital Converter (ADC) and Digital to Analog Converter
(DAC), to read data from external sensors. Microcontrollers can be divided
into various categories depending on the underlying architecture, memory, and
instruction sets. They are used in applications such as machine health monitoring,
space research, autonomous cars, and so on, which need to operate for a prolonged
duration without frequently replacing the battery.
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Microcontrollers are significantly different than a computer system. A computer
system is designed to perform multiple different tasks concurrently, whereas a
microcontroller is specifically designed for one particular application, such as
turning ON/OFF an LED, rotating a servo motor, or controlling a robotic arm.
Microcontrollers have a much-constrained hardware environment. The CPU clock
speed of a powerful microcontroller can be up to 64 megahertz, with 256 kilobytes
of RAM and only 1-2 megabytes of flash memory. On the other hand, modern
computer systems come with several gigahertz of CPU clock speed, 8-16 gigabytes
of RAM and terabytes of storage area. Microcontrollers do not have an operating
system. They draw much smaller power compared to a computer, which is in the
range of milliwatts or microwatts. Hence, they can operate for several weeks without
recharging or replacing the battery, making them extremely popular for continuous
operation in edge computing applications. Figure 1.3 shows few of commercially
available microcontroller units popularly used in TinyML applications:

Arduino Nano 33 BLE Sense SparkFun Edge

Raspberry Pi Pico ESP-32-S3
Figure 1.3: Popular microcontrollers for TinyML applications



