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Preface

This book offers a hands-on, code-centric journey into the world of artificial intelligence 
and machine learning. Readers will immediately dive into practical coding exercises and 
real-world examples, mastering fundamental concepts. Starting with machine learning 
principles, the book progresses through computer vision, teaching image processing 
techniques like feature detection to enable applications to analyze visual data. It then 
explores natural language processing (NLP), equipping software with language 
understanding and manipulation skills, covering techniques like tokenization and 
sentence sequencing for applications like chatbots and sentiment analysis. The book also 
delves into sequence modeling, covering RNNs and LSTMs for handling sequential data.

Building upon these core concepts, readers will learn to develop TensorFlow models 
and deploy AI solutions across various platforms. The book culminates in strategies 
for confidently serving models online and in the cloud, ensuring scalable and robust AI 
applications. By the end of this book, readers will emerge as confident AI developers, 
ready to contribute valuable expertise to any organization and innovate in the field of AI 
and ML.

This book is divided into 13 chapters, details of which are listed below. 

Chapter 1: Introducing Artificial Intelligence and Machine Learning - In this chapter, we 
introduce the ever-growing world of AI and ML using practical examples and applications 
where such systems are in use and where such systems help millions of people worldwide 
to successfully execute and use products in their day-to-day. This chapter also sets the 
clear boundaries of what an AI can do as of the current day and what it should be expected 
to do. 

Chapter 2: Machine Learning Fundamentals - Before the readers of the book deep dive 
into variety of applications of AI and ML, and how to design and develop an entire system 
covering it, it is essential to know the basics of machine learning, its types, the various 
algorithms, where they fit into the landscape, and how they are beneficial in solutioning 
of particular use cases across domains. This chapter provides the landing zone to realize 
the fundamentals of ML and its use cases. Additionally, it also covers the details around 
hyperparameter tuning and its importance in production AI/ML systems. 

Chapter 3: TensorFlow Essentials - Now that the readers of this book have some idea 
on what machine learning is and what kind of use cases are catered by their use in the 
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real-world, this chapter sets the stage with the basics of TensorFlow, the most popular 
and production grade ML engineering library, with Python language as the mode of 
usage. The readers are assumed to have the very basic hands-on knowledge of the Python 
programming language to understand all the nuances presented in this chapter. 

 Chapter 4: Engineering for Machine Learning - It is essential at this stage now for readers 
of this book to understand and grasp the fundamental ways and tools of programming 
for machine learning, including how to modularize their software and even design to 
containerize them later for easy shipments. In this section, we cover the most essential 
aspects of software engineering required to make the best use of ML driven applications. 
Additionally, we also introduce the usage and benefits, by some case studies, of RDBMS 
systems (MySQL and/or Oracle) and EDW (BigQuery, on Google Cloud Platform), for 
readers to be made aware of how real-world industrial data is stored, managed and 
processed in both batch and real-time modes. 

Chapter 5: Machine Learning Algorithms - Since the basics are now ready with the 
readers of this book, in this chapter we deep dive into the working of all of the traditional 
ML algorithms including the most common regression, classification and clustering 
techniques. Readers are also presented with approaches to use these algorithms given 
the right use cases, which are suitable for each of these algorithms. We start to implement 
these algorithms from the next chapter onwards. 

Chapter 6: Implementing First ML Models - In this chapter, readers get to learn and focus 
on the industry recommended and time tested methods of designing and developing all the 
common ML algorithms using scikit-learn (a starter ML Library, also used in production) 
and TensorFlow (which is a production grade library for ML). We focus on the nuances of 
traditional ML algorithms, while the advanced topics like neural networks will be covered 
starting in the next chapter. From time to time, this chapter refers back to the knowledge 
gained in Chapters 2,3,4 and 5.

Chapter 7: Computer Vision - We begin this chapter with an introduction on neural 
networks and the variety of ever increasing use cases where they are finding their place, 
because of the humongous speed and size at which we (humans) have started to generate 
and accumulate data. Then, we start to deep dive into one of the most interesting areas in 
deep learning, a.k.a computer  vision, where we understand the basics, the architectures, 
the use cases, and industries where the methods apply, and the best ways of articulating 
a successful computer vision project. Readers get to implement the aforementioned 
computer vision methods using TensorFlow and Keras, another high-level abstraction 
over TensorFlow library. Readers are also introduced to the challenges in implementing 
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computer vision algorithms in any given project or IT landscape, including relevant 
portions of data privacy and AI ethics. 

Chapter 8: Natural Language Processing - Readers are now introduced to NLP and its 
nuances in this chapter, which is by far the most common, the most useful, as well as the 
most challenging category of applications where AI and ML find their use. Readers are 
introduced to the basics of how to analyze and process text, followed by a variety of methods 
and algorithms to engineer and recognize patterns from textual data. Finally, readers are 
introduced to useful case studies covering the most commonly built applications around 
NLP. 

Chapter 9: Sequence Modelling and Transformers - In this chapter, we introduce the 
importance of sequence models and use cases like forecasting and language translation 
where there is an increasing use of sequence models. Readers are introduced to forecasting, 
one of the most common methods used across industries for planning and demand 
management, followed by modelling language as a sequence of events. We introduce 
readers to generative adversarial networks which are broadly used in language and image 
use cases. Finally, readers are introduced to what is today the heart of generative AI systems, 
a.k.a Transformers, covering what the attention mechanism is. All of these aforementioned 
topics are implemented hands-on using TensorFlow and Keras for practical realization. 

Chapter 10: MLOps and Deployment - In this chapter, we introduce the basic concepts 
and importance of MLOps in the real-world. MLOps is one of the most important 
backbone of AI and machine learning applications in Production, which in fact, contributes 
to more than 90% of the overall components in a system, apart from what the readers 
have learnt in the earlier chapters, which merely contributes for 5-10% in the overall 
scheme of things. Once MLOps and its importance are realized, readers are introduced 
to deployment patterns on-premise and cloud in this chapter, where we use in-house or 
cloud based IT infrastructure of any given organization to deploy and operate on AI and 
ML systems. Readers are also briefly introduced to data and model security, along with 
applicable design guidelines. In this chapter as well, readers are introduced to hands-on 
MLOps and deployments using TensorFlow Extended (TFX) and Kubeflow. For cloud 
implementations and references, readers are introduced to Google Cloud Platform, and 
the state-of-the-art ML and operations suite of offerings in GCP, a.k.a Vertex AI. We also 
touch base about model monitoring and CI/CD pipelines for ML models in production.

Chapter 11: Model Serving and Scalability - In this chapter, we introduce the nuances of 
how to serve models in the real-world, both using in-house IT infrastructure and Google 
Cloud Platform. This is where readers are also introduced to concepts of model scalability 
and how to design the right infrastructure for a given application which is powered by AI/
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ML. We introduce TensorFlow Serving as one prudent option for effective service of ML 
models, along with Vertex AI on Google Cloud Platform, and how to design scalable ML 
infrastructure. Although this chapter is more on system design, readers are also introduced 
to hands-on practical examples using Python and TensorFlow on aforementioned topics of 
model serving and scalability.  

Chapter 12: Model Deployment for Mobile - In the chapter of this book, we provide the 
readers with detailed knowledge on how to deploy ML models and make them work 
on mobile (or related remote) devices. This is a crucial topic to be explored as of date, 
because of the inescapable rise and role of mobile devices like smartphones, tablets, and 
smart home devices in our lives! In this chapter, hence, we introduce TensorFlow Lite, 
which is one of the common methods, along with design and development samples and/
or guidelines, to develop and package ML model driven applications for mobile devices. 
Further, we look at the integration of such applications (driven by machine learning) on 
Android and iOS platforms. Finally, we conclude the chapter with a couple of interesting 
case studies on two of the most common current world applications.  

Chapter 13: Summary, Future, and Resources - In the last chapter of this book, we 
provide the readers with a detailed summary of what we have learnt and programmed 
in this book, touching on the most important design and engineering principles and 
tools, along with best practices. Readers are introduced to the current state of AI and ML 
implementations, as a revision/summary, as well as a realization, along with a variety of 
interesting implications and uses, like generative AI, in the current world. Finally, readers 
are encouraged with the right amount of additional resources for professional growth in 
the ever-growing field of AI and ML, including additional focus on AI ethics and data 
privacy in the age of ChatGPT and similar. 
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Chapter 1
Introducing Artificial 

Intelligence and 
Machine Learning

Introduction
In a shocking outcome of the infamous Chinese board game Go, in early March 2016, the 
Go champion Lee Se-dol and the observers of a historic game were in awe when Google 
DeepMind’s AI, AlphaGo, won by 4-1. At least quite a few from the audience had thought 
that Mr. Lee’s impressive win in the fourth round of the game not only redefined the final 
outcome, but also that he was learning how the computer worked and strategized its steps 
during the game. However, the end result was nothing less than a significant leap forward 
for artificial intelligence (AI) systems of the kind being designed by Google DeepMind, 
in line with many other crucial players around the world. Simultaneously, and in the 
same game, Mr. Lee could be seen to have realized the non-human and eccentric playing 
style of AlphaGo, hence identifying its weak points and proving that the machine was not 
infallible.

There are many similar stories, competitions, and applications that we all see around us 
today, which helps us realize the importance of AI and machine learning (ML) driven 
applications and systems, making our lives easy and nothing more. In this chapter, we 
formally define AI and ML, and look for practical examples all around us. We will finally 
clear some concepts and boundaries on what an AI or ML system can do as of the current 
day, along with what it should be expected to do.



2      AI and ML for Coders

Structure
The chapter covers the following topics:

•	 Introduction to AI/ML
•	 Applications and use cases
•	 Responsible AI principles
•	 Expectations from AI
•	 Career opportunities

Objectives
By the end of this chapter, you will be able to understand what AI and ML are and how 
they are used in our day-to-day lives across multiple domains and applications. We will 
also look at its transformative power (even more with the recent rise in generative AI 
hype), the career opportunities in this field, and finally, a set of realistic expectations.

Introduction to AI/ML
AI has become an indispensable tool in the professional landscape. From automating 
repetitive tasks to enabling complex decisions, AI is redefining our working environments 
in profound ways.

To formally define it:

AI refers to the simulation of human intelligence processes by machines, specifically  
the ability to acquire, interpret, and apply knowledge and data. It entails developing algorithms 

and models that can learn and make intelligent decisions without explicit instructions.

As a novice, we can categorize an AI system into one of the following two broad classes:

•	 Strong AI (General AI): This is where AI has a comparable performance to humans. 
In simple words, this type of AI can learn, reason, and hence solve problems across 
different areas of work or domains. General or strong AI remains to be a theoretical 
concept as of today, and reaching a stage of artificial general intelligence is still a 
work in progress. Although it sounds intriguing and magnetic, and as we will 
discuss later in this book, it is imperative to perform our research, development, 
and applications in line with a solid and broad set of responsible AI principles.

•	 Weak AI (Narrow AI): This refers to AI systems designed to perform a specific task 
or set of tasks with high efficiency. Examples include speech recognition, image 
classification, and game-playing algorithms. These systems form the backbone of 
many IT systems and would be our primary point of focus during the subsequent 
chapters of this book. Even if we call this category of systems as weak or narrow 
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AI, one must realize that the responsible AI principles are equally applicable in 
these systems, like the former type.

Irrespective of their type, an AI system is designed to process enormous amounts of data 
to learn and identify patterns, make predictions (and estimations in many cases, as we 
will learn further in this book) based on the information they have been trained on, and 
assist humans in unseen cases. This is an important point to note at this early stage of 
understanding AI, where one must oblige and acknowledge the fact that an AI system is 
merely an assistant, and in many given contexts and industries, only fits as one or more 
helpers to achieve a broader goal.

At this stage, it would be logically important to understand the key components of AI so 
that we can also understand the areas we will be learning in this book, along with hands-
on examples. Let us consider the following points:

•	 ML:

o ML algorithms enable computers to learn from data without being explicitly 
programmed.

o They can identify patterns, make predictions and estimations, and improve 
their performance over time as they are exposed to more data.

•	 Deep learning:

o Deep learning is a subset of ML that utilizes artificial neural networks, which 
are loosely inspired by the structure of the human brain.

o These networks can learn complex relationships within data and make 
accurate predictions even when presented with incomplete or noisy 
information.

o In many practical applications and the onset of exemplary research seen in the 
last few decades, deep learning and ML have now become interchangeable 
terms.

•	 Natural language processing:

o Natural language processing (NLP) allows computers to understand and 
generate human language.

o NLP algorithms can perform tasks such as sentiment analysis, machine 
translation, and speech recognition.

o Both ML and deep learning methods and algorithms are used day in and 
day out to approach and solve NLP problems. However, since natural 
language is the most approached method of human communication, it takes 
a separate stand for itself.
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•	 Computer vision:

o Computer vision algorithms enable computers to interpret and understand 
visual information.

o They can identify objects, detect faces, and track movement in images and 
videos, to quote a few examples in the real-world.

o Again, similar to NLP, computer vision is a domain by itself, and to approach 
relevant use cases of computer vision, engineers like us make use of ML and 
deep learning methods.

•	 Robotics:

o Robotics combines AI with physical hardware to create autonomous 
machines that can perform tasks in the real-world.

o Robots can navigate their environment, interact with objects, and make 
decisions based on sensor data.

o One can argue that robotics does not naturally fall in the AI realm by itself, 
but in our context, these are intelligent machines that are learning to perform 
human-like tasks using methods like reinforcement learning.

Let us now get over the basics and try to realize the vast number of applications in the real-
world that make use of AI and ML.

Applications and use cases
Firstly, let us understand some of the applications of AI and ML from a generalist’s 
perspective. Let us look at a broader set of applications and uses of AI and ML across 
domains:

•	 Healthcare:

o Disease diagnosis: AI algorithms analyze medical images, such as X-rays, 
CT scans, and MRIs, to detect diseases like cancer, pneumonia, and bone 
fractures with high accuracy.

o Drug discovery: ML models help researchers identify potential drug 
candidates and optimize their properties, accelerating the drug development 
process.

o Personalized medicine: AI systems analyze individual patient data to tailor 
treatment plans, predict disease risks, and provide personalized healthcare 
recommendations.

•	 Finance:

o Fraud detection: AI algorithms analyze transaction patterns to identify 
suspicious activities and prevent fraudulent transactions in real time.
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o Credit scoring: ML models assess an individual's creditworthiness based on 
various factors, enabling lenders to make informed decisions.

o Stock market prediction: AI systems analyze historical data, market trends, 
and news sentiments to predict stock price movements and assist investors 
in making informed decisions.

•	 Retail:

o Product recommendations: AI algorithms analyze customer behavior, 
purchase history, and preferences to recommend personalized products and 
improve the shopping experience.

o Inventory management: ML models optimize inventory levels by predicting 
demand, preventing stockouts, and minimizing waste.

o Customer service: AI-powered chatbots and virtual assistants provide 24/7 
customer support, answering queries, resolving issues, and improving 
customer satisfaction.

•	 Transportation:

o Self-driving cars: AI algorithms enable autonomous vehicles to navigate 
roads, detect obstacles, and make real-time decisions, enhancing safety and 
reducing accidents.

o Traffic management: ML models analyze traffic patterns and predict 
congestion, helping authorities optimize traffic flow and reduce travel times.

o Fleet management: AI systems track vehicle locations, monitor fuel 
consumption, and schedule maintenance, improving fleet efficiency and 
reducing costs.

•	 Manufacturing:

o Quality control: AI algorithms inspect products for defects, ensuring quality 
and consistency.

o Predictive maintenance: ML models analyze sensor data to predict 
equipment failures, enabling proactive maintenance and minimizing 
downtime.

o Process optimization: AI systems analyze production data to identify 
inefficiencies, optimize processes, and increase productivity.

•	 Agriculture:

o Crop yield prediction: AI algorithms analyze weather data, soil conditions, 
and historical yields to predict crop yields, helping farmers make informed 
decisions about planting and harvesting.


